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Abstract
National statistical agencies around the world publish tabular summaries based on combined employer-employee (ER-EE) data. The privacy of both individuals and business establishments that feature in these data are protected by law in most countries. These data are currently released using a variety of statistical disclosure limitation (SDL) techniques that do not reveal the exact characteristics of particular employers and employees, but lack provable privacy guarantees limiting inferential disclosures. In this work, we present novel algorithms for releasing tabular summaries of linked ER-EE data with formal, provable guarantees of privacy. We show that state-of-the-art differentially private algorithms add too much noise for the output to be useful. Instead, we identify the privacy requirements mandated by current interpretations of the relevant laws, and formalize them using the Pufferfish framework. We then develop new privacy definitions that are customized to ER-EE data and satisfy the statutory privacy requirements. We implement the experiments in this paper on production data gathered by the U.S. Census Bureau. An empirical evaluation of utility for these data shows that for reasonable values of the privacy-loss parameter $\epsilon \geq 1$, the additive error introduced by our provably private algorithms is comparable, and in some cases better, than the error introduced by existing SDL techniques that have no provable privacy guarantees. For some complex queries currently published, however, our algorithms do not have utility comparable to the existing traditional.
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ABSTRACT

National statistical agencies around the world publish tabular summaries based on combined employer-employee (ER-EE) data. The privacy of both individuals and business establishments that feature in these data are protected by law in most countries. These data are currently released using a variety of statistical disclosure limitation (SDL) techniques that do not reveal the exact characteristics of particular employers and employees, but lack provable privacy guarantees limiting inferential disclosures.

In this work, we present novel algorithms for releasing tabular summaries of linked ER-EE data with formal, provable guarantees of privacy. We show that state-of-the-art differentially private algorithms add too much noise for the output to be useful. Instead, we identify the privacy requirements mandated by current interpretations of the relevant laws, and formalize them using the Pufferfish framework. We then develop new privacy definitions that are customized to ER-EE data and satisfy the statutory privacy requirements. We implement the experiments in this paper on production data gathered by the U.S. Census Bureau. An empirical evaluation of utility for these data shows that for reasonable values of the privacy-loss parameter $\epsilon \geq 1$, the additive error introduced by our provably private algorithms is comparable, and in some cases better, than the error introduced by existing SDL techniques that have no provable privacy guarantees. For some complex queries currently published, however, our algorithms do not have utility comparable to the existing traditional SDL algorithms. Those queries are fodder for future research.
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1. INTRODUCTION

In this paper we present a case study in applying provably private algorithms for publishing tabular summaries of linked ER-EE data; i.e., data about business establishments and characteristics of their workforces. Such publications are used to compute national and local economic indicators, including job creation and destruction statistics. Canada, the United Kingdom, and most Eurostat countries have regularly published data from establishment-based surveys that directly measure employee characteristics. Statistics Sweden explicitly publishes such tabulations based on its Business Database (a frame containing lists of workplaces) combined with establishment-based surveys that measure employee characteristics. In the U.S., the Census Bureau publishes County Business Patterns (CBP) and Quarterly Workforce Indicators (QWI) using establishment frames that include characteristics of employees.

We focus on one establishment-based data product published by the U.S. Census Bureau’s Longitudinal Employer-Household Dynamics Program (LEHD) [6]. The LEHD infrastructure files combine confidential census, survey and administrative records to tabulate and release public-use data called the LEHD Origin-Destination Employment Statistics (LODES) [13]. A LODES tabulation in 2011, for example, provides a snapshot of approximately 130 million jobs by workplace and residence location, as well as by a set of employer (industry sector and ownership type), employee (age, gender, race, ethnicity and education) and job characteristics [2].

These linked ER-EE data cannot be released as unaltered establishment-level microdata. They are subject to long-standing legal confidentiality protections that apply to both establishments and employees. Census Bureau publications must protect whether or not a specific individual is employed at a workplace and the reported count of employees at a workplace; however, the existence of one or more employers in a location, industrial sector, or ownership type does not require privacy protection.

The combination of detailed geography (at the level of a census block) with characteristics of establishments and employees results in sparse tabulations for which many cells have only a few contributing establishments and/or individuals. In addition, the outcome being tabulated, employment, is highly right skewed (i.e., has many large outlying values) at the establishment level. The combined effect of sparsity and skewness is the potential for re-identification attacks. Violating the statutory confidentiality pledge, for example by publishing data that permit re-identifying employees or inferring exact employer characteristics, can result in fines of up to $250,000 and potential imprisonment for up to five years for those Census Bureau employees who authorize these publications.1 Thus, privacy must be ensured as a matter of criminal law.

1These fines and prison terms change often, but since each data item is a separate violation, the ones cited in the text are really lower bounds. All authors on this paper take security training each year that includes the current values of these fines and prison terms.
with each employee and contractor of the Census Bureau bound by the law. With the stakes so high, we ask:

- “Can we develop algorithms for releasing such data that provably uphold the privacy requirements mandated by law?”
- “What is the loss of data usefulness (utility cost) when releasing summaries that provably ensure privacy?”

Statutory requirements obligate the statistical agency not to publish the raw microdata; however, they do not prescribe exactly how to publish the data [22]. Current publications of employment counts for detailed industries and geographies released by the Census Bureau and other agencies (including LODES) use a variety of confidentiality protection methods known collectively as statistical disclosure limitation (SDL) to limit potential re-identification attacks. These SDL methods are the de facto interpretations of the legally required confidentiality protections [21, 8]. For instance, in current LODES publications, workplace counts are protected by an input noise infusion system that provably avoids exact disclosures of establishment level employment counts but has no guarantee that users are prevented from inferring actual establishment job counts to within some stated level of accuracy [10, 11, 27] (we provide examples of vulnerabilities in Sec. 5.2). Moreover, due to the establishment-level skewness and the sparsity of some cells in the tables, these SDL techniques also limit the suitability of the published data for analyzing geographical and industrial characteristics of employers and employees in some cases. These limitations are the explicit utility loss from the input noise infusion SDL.

To overcome the aforementioned limitations of the current state of the art, we develop novel algorithms with provable privacy guarantees and measure the utility cost of such methods on the LODES dataset. Differential privacy [24] is the gold standard for provably private algorithms. It requires that the output of a private algorithm be insensitive to the presence of any single entity. A direct application of differentially private [25, 23] techniques to our data results in either insufficient privacy or poor utility when the entity is an establishment. Recent privacy frameworks generalizing differential privacy provide another avenue to address our problem. The Pufferfish framework [35] is a formal privacy framework that defines the privacy of an algorithm as the change in an adversary’s belief about a given set of secrets after seeing the output to the algorithm. The framework is provided with both the set of secrets (e.g., whether or not any individual is in the dataset in the case of differential privacy), and the assumptions about the adversary. Though we would ideally like a privacy guarantee that is assumption-free, seminal work of Kifer and Machanavajjhala [33] shows that such assumptions are required: one can not ensure privacy and utility simultaneously without making assumptions about an adversary’s beliefs about the data generation mechanism. For instance, it is known [33, 40, 41] that attacker-independent privacy notions like \( \epsilon \)-differential privacy limit the ability of an attacker to learn properties of individual records in the input dataset if and only if the adversary believes records in the data are independent of one another. We use the Pufferfish framework to mathematically formulate privacy requirements based on current interpretations of relevant laws governing the release of LODES data, and develop novel privacy definitions and algorithms that meet these requirements. Our main deviation from differential privacy is a change to the information we want to keep private, not a change to the assumptions about the adversary under which disclosure is bounded. Our algorithms provably ensure that a privacy-loss limit is respected while achieving utility comparable to the current publication methodology.

Our contributions are as follows:

(i) We formalize the privacy requirements for releasing ER-EE data using the Pufferfish framework [34, 35] (Sec. 4) to ensure that a strongly informed attacker cannot (a) infer whether an employee held a job, and (b) learn establishment sizes to within a pre-specified multiplicative factor from the output of a data release. The requirements are developed by reviewing the current interpretations of the legal regulations that the national statistical agencies are mandated to follow when releasing such data. For answering queries on employer attributes, we make exactly the same assumptions about the adversary that must be made under differential privacy to ensure that inferential disclosure is bounded. To answer queries over both employer and employee attributes, we must make additional assumptions about the adversary.

(ii) Our data can be represented as a bipartite graph between employers and employees, each edge representing a job. Thus, edge [31] and node-differentially private techniques [18, 20, 32] can be applied to protect the data (Sec. 6). We show that edge-differential privacy, which “hides” the presence of a single job, does not satisfy our privacy requirements for establishments. Node-differential privacy satisfies the privacy requirements but results in poor utility.

(iii) We formulate novel attacker-independent privacy definitions that satisfy both the Pufferfish framework and the legal framework. These provably limit an informed attacker’s ability to make inferences about employees and employers (Sec. 7). Thus, our algorithms conform to current interpretations of the confidentiality laws governing these data.

(iv) We develop algorithms for releasing counts that satisfy our new privacy definitions. We prove analytical bounds on the errors for each algorithm (Sec. 8 and 9). Our algorithms use an extension of the smooth sensitivity framework [38].

(v) We empirically evaluate the utility cost of provable privacy using the production data from an ER-EE dataset maintained by the U.S. Census Bureau (Sec. 10). For releasing tabular summaries and rankings, we compare the error introduced by our algorithms to the error produced by the existing protection scheme. We show that we can release tabular summaries of establishment characteristics with additive error that is comparable (within a factor of 3) and in some cases smaller than the error introduced by the current SDL techniques for reasonable values of the privacy-loss parameters. On the other hand, node-differentially private techniques incur an additive error that is at least 10 times larger than that of SDL techniques (at \( \epsilon = 4 \)), and the error does not decrease significantly when \( \epsilon \) is increased. For counts and rankings, the relative error of our new algorithms is comparable to that of the existing SDL methods. Since tabular summaries of employment by establishment characteristics alone, such as in the Business Database statistics (Sweden) or the CBP (U.S.A.), are important publications, it is significant that we are able to achieve provable privacy protection with relatively little sacrifice in data utility as compared to existing methods.

(vi) For tabulations involving both establishment and employee characteristics, under a weaker adversary model, we are able to show competitive error for releasing single queries and rankings. Our algorithms experience larger errors (within a factor of 100 compared to existing methods) for releasing tabular summaries involving multiple employee characteristics. Understanding whether the magnitude of this error is fundamental to provably private algorithms or whether better algorithm design could lower such errors is an avenue for future work.

(vii) Our techniques are applicable to virtually all establishment-
based products released by statistical agencies for national production and employment statistics, including those produced by the Census Bureau, Bureau of Labor Statistics and Bureau of Economic Analysis in the U.S.A. as well as the inputs to the national income and product accounts, which are published for more than 200 countries. More broadly, our techniques are applicable to data derived from multiple entities connected by a bipartite graph such as user-purchases, reviewers-ratings, etc.

2. PRELIMINARIES

2.1 MARGINAL QUERY. The marginal query \( q_D(D) \) is defined as a vector of \( |\text{dom}(V)| \) counts, one for each cell \( v \equiv (v_1, \ldots, v_m) \in \text{dom}(V) \). The count corresponding to cell \( v \), denoted by \( q_D(v) \) is

\[
|\{ t \in D \mid t[A_i] = v_1 \land \ldots \land t[A_m] = v_m \}|
\]

\( q_D(D) \) returns a single cell whose count is the size of the table.

The marginal query can be succinctly expressed in SQL as:

```
Select Count(*) From D Group By A1, ..., Am
```

2.2 (\( \epsilon, \delta \))-DIFFERENTIAL PRIVACY [26]). Let \( M \) be a randomized algorithm. Let the tables \( D \) and \( D' \) be neighbors with the same schema. Then \( M \) satisfies \( (\epsilon, \delta) \)-differential privacy if for all \( D \) and \( D' \) and for all \( S \subseteq \text{range}(M) \),

\[
\Pr[M(D) \in S] \leq e^{\epsilon} \cdot \Pr[M(D') \in S] + \delta,
\]

where \( \delta \) allows for the ratio of probabilities to be unbounded with a small failure rate. Values of \( \delta \) that are \( O(1/n) \) should be avoided, since algorithms that release more than a constant number of unperturbed records from the database satisfy such a definition. When \( \delta = 0 \), we refer to the condition as \( \epsilon \)-differential privacy.

2.3 SENSITIVITY. Let \( I \) denote the set of all tables with a given schema. Let \( q : I \to \mathbb{R}^d \) be a query function on tables from that set that outputs a vector of \( d \) real numbers. The sensitivity of \( q \), denoted \( \Delta_q \), is

\[
\Delta_q = \max_{D, D' \text{ neighbors}} \| q(D) - q(D') \|_1.
\]

The Laplace mechanism is a commonly used \( \epsilon \)-differentially private technique.

2.4 LAPLACE MECHANISM [26]). Let \( q : I \to \mathbb{R}^d \) be a query on a table. Let \( \eta \sim \text{Lap}(\lambda) \) denote a random variable drawn from the Laplace distribution with pdf \( \Pr[\eta = x] \propto e^{-|x|/\lambda} \). The algorithm which returns \( \tilde{q}(D) = q(D) + \eta^d \) satisfies \( \epsilon \)-differential privacy, where \( \eta^d \) is a vector of \( d \) independently drawn Laplace random variables.

**Definition 2.5** (EXPECTED \( L_p \) ERROR). Let \( q : I \to \mathbb{R}^d \) be a query on a table, and \( \tilde{q}(D) \) be the noisy answer returned by an algorithm. The expected \( L_p \) error of the algorithm is:

\[
E(||q(D) - \tilde{q}(D)||_p) = \frac{\eta^p}{\lambda^p} = \frac{1}{\epsilon^p}.
\]

3. THE DATASET

The LODES data are produced from the LEHD infrastructure files, which are composed of administrative records, census and survey data focused on the labor market, worker, and firm statistics. Confidential Census Bureau data, state Unemployment Insurance sources, Internal Revenue Service records, Social Security Administration records, and federal Office of Personnel Management records provide information on employment location and industry for jobs and residential location and demographic characteristics for workers. These data form the basis of the LODES tabulations. LODES are published as an annual cross-section of jobs held on April 1 of each year from 2002 onwards.

3.1 Table and Database Structure

The LODES data are organized as a relation with three database tables – Job, Worker and Workplace (see [2] for a complete description). The Workplace table contains one record per establishment and describes the following attributes – NAICS code (denoting industrial sector in which the establishment operates), ownership (public/private), geography (the Census block where the establishment is located). The Worker table contains one record per individual working in an establishment at that point of time. Worker attributes include age, sex, race, ethnicity, and education. Finally, the Job table contains pairs (worker, establishment) denoting that worker works at establishment. We assume each worker has exactly one job (although LODES allows for queries that include secondary jobs). We have not documented some of the attributes that do not feature in our queries.

We support marginal queries that output counts of employment of the current year’s cross-section of jobs over workplaces where those establishments have been stratified by subsets of the available characteristics of employers and workers. Let \( V_T \) denote a subset of the worker attributes, and \( V_{T'} \) denote a subset of workplace attributes. Let \( D \) denote the universal relation constructed by joining the Job table with the Worker and Workplace tables using the worker and workplace IDs, respectively. We call this the WorkerFull table as it contains one record for every record in Worker.
(each worker has exactly one job). The records in WorkerFull contain all the worker and workplace attributes. Records that share the same workplace ID represent the workforce of that establishment.

Every cell $v_{w} \in v_{w}$ in the marginal query $q_{v_{w}, v_{w}}(D)$ (as in Definition 2.1) represents the number of workers matching the criteria in $v_w$ who work in establishments matching the criteria in $v_w$. The output is employment counts stratified by employee attributes in $v_I$ and workplace attributes $v_W$.

### 3.2 Usage Scenarios

Researchers and analysts working with these data request answers to one or more marginal queries and use these summary tabulations as inputs to further data analysis. In this paper, we focus on analyzing the privacy and utility tradeoffs from releasing the output to one marginal query. Analyzing the privacy of multiple queries is a straightforward application of Theorem 2.1, since our privacy definitions also satisfy sequential composition like differential privacy. The examples of queries and protection parameters provided here are meant to illustrate our methods. We have made no recommendation to the Census Bureau regarding the set of queries, methods, and privacy parameters to use for a full implementation.

We highlight two application scenarios that use summary tables computed from LODES.

**Resource Allocation**: LODES data are used for a number of planning and development purposes. We consider an example in disaster assistance that motivates our use of $L_1$ error, as a measure for data accuracy. Experiments in Section 10 will explore the effect of privacy parameters on $L_1$ error.

The Federal Emergency Management Agency (FEMA) uses Census population count data to evaluate requests for a disaster declaration, which permit federal cost sharing of 75%, or even up to 90% in the most severe cases. Under the Robert T. Stafford Disaster Relief and Emergency Assistance Act, FEMA uses the cost estimate of $3.50 per capita as an indicator that a disaster is of such size that it might warrant Federal assistance. For determinations, FEMA divides the Preliminary Damage Assessment by the 2010 Census population count for one or more counties. FEMA participates in a Census Bureau program, OnTheMap for Emergency Management [3], to release queries of LODES and population data concurrently with the designation of emergencies and disasters.

If the threshold were applied to jobs rather than population, errors in the count would affect the hypothetical threshold for a disaster declaration for that area. Positive count errors would result in a higher damage threshold and would require a larger magnitude disaster for assistance, while negative errors would imply the opposite. Both positive and negative errors could result in the misallocation of funds relative to the intent of such a program, with each job in error having a net social cost of $3.50.

**Rankings**: Users are often interested in comparing counts across a list of units. As a well-known example, Forbes magazine regularly publishes rank-ordered national lists of cities by various attributes within city-size classes. The OnTheMap web tool [4] invites users to rank the LODES job counts of a series of areas from largest to smallest. A data user may specify a domain of comparison by selecting a standard geography (e.g., state, Congressional District, metropolitan area) or hand drawing a polygon. Within the selection area, the user can perform an Area Comparison Analysis for a work area and further specify the types of areas to compare from another list of standard geographies. For example, a business might be interested in the ranked order of Places (e.g., cities, towns, and Census Designated Places) by job count, within a state, for deciding where to open a new establishment. Given these parameters, OnTheMap returns the ranked list of areas, or Places in the example, in descending order by work area job count. Exercises in Section 10 will use Spearman’s rank-order correlation to explore the accuracy of ranked lists produced from LODES data.

### 4. PRIVACY REQUIREMENTS

We derive our privacy requirements from relevant U.S. laws. We first discuss the general privacy requirements, then formalize them using the Pufferfish framework.

#### 4.1 Generic Legal Environment

Information on workers and firms is protected by several sections of the U.S. Code. Title 13 Section 9 [1.5] mandates confidentiality protections for individual and business information collected by the Census Bureau. Under Title 13, the Census Bureau may not “make any publication whereby the data furnished by any particular establishment or individual under this title can be identified.” The Disclosure Review Board (DRB) at the Census Bureau approves the release of data that, in its view, satisfy these statutory confidentiality protection requirements.

The LEHD Infrastructure Files are derived from both employer and job (ER-EE) level data, and, thus, Title 13 Section 9 protections apply. Over the years, the DRB has interpreted the statute to require the following set of protections.

- The existence of a job held by a particular individual is confidential and must not be disclosed.
- The existence of an employer business as well as its type (or sector) and location is not confidential.
- The data on the operations of a particular business must be protected. In our context, that means that characteristics of an establishment’s workforce (e.g., total employment and all disaggregations like number of female employees of age 20-25) must be protected.

Appendix A discusses how these statutory confidentiality requirements have been interpreted over the past half century, and the development of SDL techniques that uphold them. However, none of the prior interpretations or techniques have attempted to prove formal statements about the privacy that is guaranteed to individuals or businesses. We show (Section 5) that the SDL techniques currently used to publish ER-EE data may allow an informed attacker to infer confidential properties like the exact total employment of an establishment, or whether a certain employee is employed by a specific employer. We first present our formalization of the privacy requirements.

#### 4.2 Formal Privacy Desiderata

We propose to design algorithms for releasing counts from ER-EE data that can provide provable guarantees of the following privacy desiderata. Our discussion focuses on formulating privacy requirements for a one-time release by the statistical agency using an algorithm denoted by $A$. Our privacy notions handle multiple releases through composition rules. We model the requirements based on the Pufferfish privacy framework [34, 35].

**Informed Attacker**: National statistical agencies are concerned about two kinds of attackers — uninformed and informed. Uninformed attackers do not have any knowledge about the target dataset. Informed attackers have access to a variety of public and private data that can be used to infer confidential information.

---

3For the present analysis, we use the county level threshold of $3.50 per capita, which applies to major disasters declared on or after October 1, 2013. See [9].

4Note that we are not making any statement about the appropriate factors to consider for disaster declarations.

5This principle is also the basis of confidentiality protections for the Economic Census and the County Business Patterns [7].
formed attackers can access the output of the algorithm $A$, but may not possess detailed background knowledge about specific individuals and establishments in the data. Informed attackers are more powerful. They possess specific knowledge about individual employees or employers, or statistics about those in the dataset. Examples of such attackers include a group of employees who would like to determine a private attribute of their co-worker, or one (or more) employer(s) attempting to learn detailed statistics about a competing employer. Our goal is to ensure the confidentiality of employer and employee characteristics from such attackers.

We assume the adversary knows the set of all establishments (say $\mathcal{E}$), and their public attributes (location, industry code and ownership). The attacker also knows the universe of all workers $U$. Each worker $w \in U$ has a set of private attributes $A_1 \ldots A_k$ (like age and sex). We add another attribute with domain $\mathcal{E} \cup \perp$ that represents whether $w$ works in one of the establishments in $\mathcal{E}$, or not.

For each employee $w$, the attacker’s belief is defined as $\pi_w$, a probability distribution over all the values in $T = (\mathcal{E} \cup \perp) \times A_1 \times A_2 \times \ldots \times A_k$. $\theta = \prod_{w \in U} \pi_w$ represents the adversary’s belief about all employees in the universe $U$. That is, the adversary possesses no knowledge correlating employees. We denote by $\Theta = \{\emptyset\}$, the set of all possible adversarial beliefs that assume no correlations between employees and between employers. Nevertheless, $\Theta$ includes informed attackers who may know exact information about all but one employee, and those who know exact information about all but one employer. We note that $\Theta$ contains very strong attackers. Algorithms that can provably protect against such attackers while ensuring error comparable to current SDL techniques would underscore the possibility that provable privacy could be achieved at low utility cost.

We distinguish a subset of attackers $\Theta_{\text{weak}} \subset \Theta$ as weak attackers. Weak attackers have no prior knowledge over worker attributes – i.e., all workers are the same in their eyes. The weak attacker may still have the same detailed knowledge about establishments as our general attacker. We capture a weak adversary by requiring that the prior for each worker $\pi_w$ be a product of $\pi_{(1,w)}$ (worker independent prior over establishments), and $\pi_{(2,w)}$ (a uniform prior over all worker attributes). We use these definitions to define a weaker privacy notion.

**What should we protect?** We now specify which properties of the data we need to protect against such adversaries.

1. **No re-identification of individuals:** We would like to ensure that adversaries do not learn too much additional information about any single employee in the dataset when an algorithm $A$ operates on the dataset $D$. In particular, they should not be able to determine (i) whether or not an employee is in or out of the dataset ($\perp$ versus not), (ii) whether or not an employee works at a specific (type of) employer ($E$ versus $\mathcal{E} - E$, where $E \subseteq \mathcal{E}$), and (iii) whether or not the employee has certain characteristics (e.g., Hispanic with age greater than 35).

   We formalize this as follows. For any pair of values $a, b \in T$, we require that the ratio of the adversary’s posterior odds (after seeing the output $A(D)$) that a worker record takes the value $w = a$ vs $w = b$ to the adversary’s prior odds that $w = a$ vs $w = b$ be bounded at a known level. That is, we want to bound the Bayes factor: the ratio of the posterior odds to the prior odds, and this bound is the privacy-loss budget.

**Definition 4.1 (Employee Privacy Requirement).**

For randomized algorithm $A$, if for some $\epsilon \in (0, \infty)$, and for every employee $w \in U$, for every adversary $\theta \in \Theta$, for every $a, b \in T$ such that $P_{\theta}[w = a] > 0$ and $P_{\theta}[w = b] > 0$, and for every output $\omega \in \text{range}(A)$:

$$\log \left( \frac{P_{\theta,A}[w = a | A(D) = \omega]}{P_{\theta,A}[w = b | A(D) = \omega]} \right) \leq \epsilon$$

Then the algorithm $A$ protects employees against informed attackers at privacy-loss level $\epsilon$.

Definition 4.1 bounds the logarithm of the maximum Bayes factor an informed attacker can achieve. This implies, as a consequence of the general bound on privacy loss, that an informed attacker can’t learn any property of a worker record with probability 1 after seeing the output of the algorithms unless the attacker already knew that fact, as reflected in his prior odds.

2. **No precise inference of establishment size:** An informed attacker should not infer the total employment of a single establishment to within a multiplicative factor of $\alpha$. We do not require stronger privacy of the form “presence of an establishment must not be inferred,” since (a) the existence of an employer establishment is considered public knowledge, (b) the data are an enumeration of all employer establishments, and (c) whether or not an establishment is big or small is well known. This requirement balances the legal need for protecting the operations of a business with widespread knowledge of approximate employment sizes of establishments.

We can formalize the employer-size privacy requirement as follows. For any establishment $e$, let $|e|$ denote the random variable representing the number of workers employed at $e$. We define the requirement for both informed and weak adversaries.

**Definition 4.2 (Employer Size Requirement).** Let $e$ be any establishment in $\mathcal{E}$. A randomized algorithm $A$ protects establishment size against an informed attacker at privacy level $(\epsilon, \alpha)$ if, for every informed attacker $\theta \in \Theta$, for every pair of numbers $x, y$, and for every output of the algorithm $\omega \in \text{range}(A)$,

$$\log \left( \frac{P_{\theta,A}[|e| = x | A(D) = \omega]}{P_{\theta,A}[|e| = y | A(D) = \omega]} \right) \leq \epsilon$$

wherever $x \leq y \leq \lceil 1 + \alpha \rceil x$ and $P_{\theta}[w = x]$, $P_{\theta}[w = y] > 0$. We say that an algorithm weakly protects establishments against an informed attacker if the condition above holds for all $\theta \in \Theta_{\text{weak}}$.

As in Definition 4.1, this definition bounds the maximum Bayes factor the informed attacker can learn within the universe of allowable data tables. Unlike the case of individuals, Definition 4.2 does allow an adversary to learn about the gross size of an employer establishment.

3. **No precise inference of establishment shape:** An informed attacker cannot precisely infer the composition of a single establishment’s workforce (e.g., the fraction of males who have a bachelor’s degree or the fraction with Hispanic ethnicity). We call the distribution of an establishment’s workforce based on worker characteristics its shape. One can think of this requirement as protecting the distribution of characteristics of the workforce, whereas the previous requirement protected the magnitude of each characteristic. We believe this shape requirement implements the legally mandated confidentiality of an establishment’s operating characteristics. The definition bounds the maximum Bayes factor that the informed adversary can learn within the set of allowable inputs.

**Definition 4.3 (Employer Shape Requirement).** Let $e$ be any establishment in $\mathcal{E}$. Let $e_x$ denote the subset of employees working at $e$ who have values in $X \subset A_1 \times \ldots \times A_k$. A randomized algorithm $A$ protects establishment shape against an informed attacker at a privacy level of $(\epsilon, \alpha)$, if for every informed attacker $\theta \in \Theta$, for every property of a worker record $X$, for every pair of
Table 1: Privacy definitions and requirements they satisfy.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Individuals</th>
<th>Emp. Size</th>
<th>Emp. Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Noise Infusion (Sec. 5)</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Differential Privacy (individuals, Sec. 6)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Differential Privacy (establishments, Sec. 6)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>ER-EE privacy (Sec. 7)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Weak ER-EE privacy (Sec. 7)</td>
<td>Yes</td>
<td>Yes*</td>
<td>Yes</td>
</tr>
</tbody>
</table>

* Privacy requirement is satisfied under weak adversaries.

Table 1 summarizes whether certain SDL and formal privacy methods satisfy our privacy desiderata. The following sections provide definitions and analysis required to interpret this table.

5. PROTECTION BY CURRENT SDL

We discuss how LODES data are protected using the current SDL techniques, and how they avoid exact disclosures in Sec. 5.1. Examples of potential inference attacks are outlined in Section 5.2.

5.1 Input Noise Infusion

A popular technique for protecting ER-EE data is input noise infusion [10, 12], where the database is perturbed before answering queries. Every establishment \( w \) is assigned a unique distortion factor \( f_w \), bounded away from 1. The unique, time-invariant, confidential distortion factor \( f_w \), is within the union of the ranges \([1 - \varepsilon, 1 - \varepsilon^2] \cup [1 + \varepsilon, 1 + \varepsilon^2] \). The parameters \( 0 < \varepsilon < \varepsilon < \varepsilon \) are kept confidential in order to limit inference attacks. Zero counts are left unmodified.

More formally, consider a table WorkplaceFull that has one row per workplace \( w \), as well as a histogram \( h(w) \) of counts of workers employed at \( w \) across-tabulated over all combinations of worker attributes. Let \( e \) denote one of the cells (combinations of worker attributes like males, age 16-18, Hispanic, etc.), and let \( h(w, e) \) denote the count for workplace \( w \) in cell \( e \). Counts in \( h(w) \) are perturbed to get \( h^*(w) \) as follows:

\[
h^*(w, e) = f_w \cdot h(w, e)
\]

To limit re-identification of individual workers, additional output perturbation is employed for small counts. Specifically, when a marginal query \( q_v \) is posed to the system (say employment counts tabulated by age, sex, and place), both the true answer \( q_v(D) \) as well as a noise infused answer \( q^*_v(D) \) are computed. The latter is constructed by adding up appropriate counts from \( h^*(w) \) for the establishments that satisfy the workplace criteria. If for a cell \( v \) in the output, the true count \( q_v(D, v) \) lies within \([0, S]\), then the noise infused answer \( q^*_v(D, v) \) is replaced by a sample drawn from a posterior predictive distribution that always outputs integers 1, ..., \([S]\). The small cell limit \( S \) is set to 2.5 for our dataset. Note that zero counts are unperturbed.

Privacy Properties

- No Exact Disclosures about Establishments: As a direct consequence of the gap around 1 in the distortion factor \( f_w \in [1 - t, 1 - s] \cup [1 + s, 1 + t] \), an establishment’s actual employment count is never used in any computations that produce tabular summaries. Hence, even if some cell count in a marginal query contains only one establishment, its employment count is not exactly revealed. The statutory requirement not to publish exact data about establishments is fulfilled by using the distortion factors \( s \) and \( t \).

- No Re-identification of Employees without Background knowledge: Given the output of a single marginal query, an adversary cannot re-identify the presence of a specific worker without additional background knowledge. This is ensured by replacing small counts using draws from a different distribution.

Nevertheless, the aforementioned scheme is vulnerable to inference attacks, especially in the presence of background knowledge, as discussed next.

5.2 SDL Vulnerabilities

The following two properties of the input noise infusion scheme allow inference about individuals, establishment sizes and establishment shapes:

- The same distortion factor \( f_w \) is used to perturb all the cells counts \( h(w) \) for an establishment \( w \).
- If \( h(w) = 0 \), then \( h^*(w) = 0 \).

We first note that the privacy requirement on establishment shape (Definition 4.3) is not satisfied. Consider a marginal query \( q_{V_LW} \), where \( V_L \) are attributes of the employee and \( V_W \) are attributes of the establishment. Suppose there is one combination \( v_W \in dom(V_W) \) such that exactly one workplace \( w \) fits that criterion. Thus, counts output by the marginal query for all cells \( (v_W, c) \), for all \( c \in dom(V_L) \) would represent employment counts for a single workplace. Whenever all these cell counts are greater than the small cell limit \( S \), they are precisely the true count multiplied by the same (but unknown) noise factor \( f_w \). This reveals the shape exactly.

Next, let us consider the privacy requirement on establishment size (Def. 4.2). Consider a combination \( v_W \in dom(V_W) \) such that exactly one workplace \( w \) fits that criterion. Additionally, suppose the attacker knows one of the cell counts \( (v_W, c) \) truthfully (say, the attacker knows there are 100 males, age 20-25). If this count is greater than the small cell limit \( S \), then the adversary can reconstruct the noise factor \( f_w \). Knowledge of \( f_w \) and the exact shape allows the attacker to reconstruct the counts in all other cells as well as the total size of the establishment’s workforce.

The agencies that use input noise distortion as a method of SDL understand this attack. It is not currently considered a violation of the relevant data protection statutes because the exact disclosure occurs only when one of the counts \( h(w, c) \) is known exactly for some cell \( c \). The agencies assume that the only users who possess exact information on \( c \) are employees of a business that reported the data. If these employees are obligated to keep such information confidential, then it is the employer’s duty to prevent the attack or prosecute the attacker. If they are not, then the data item itself is no
longer confidential, and statutory protection doesn’t apply because the employer released the value.

Next, we show that individual employees could be re-identified by informed attackers (thus violating Definition 4.1). Suppose a marginal query \( q_{\mathcal{V} \cup \mathcal{W}} \) with one combination \( \mathcal{W} \in \text{dom}(\mathcal{V}) \) fits exactly one workplace \( w \). Additionally, suppose an adversary knows that there is only one employee in \( w \) with a college degree. If \( \mathcal{W} \) contains the education attribute, then the only cells that correspond to having a college degree in \( h(w, c) \) with positive counts are those that correspond to the true values of the other attributes for that employee. Since zero counts are preserved in the current SDL, the attacker can infer the other true attributes for this employee by looking at the published counts. Current publications of the ER-EE data we consider are vulnerable to this attack, but can be thwarted by the algorithms we propose.

6. APPLYING DIFFERENTIAL PRIVACY

In this section we directly apply differential privacy to our problem by considering the entities in our problem (employers and employees) to be nodes in a bipartite graph connected by edges that represent jobs. Thus, work applying differential privacy to graphs can now be brought to bear on our problem [18, 20, 32, 31].

Two standard variants considered in the context of graphs are edge and node differential privacy. Edge differential privacy considers neighboring graphs that differ in the presence of a single edge. In our context, that corresponds to adding or removing a single job (hence, worker) from our database. We can show that this definition is sufficient to satisfy the employee privacy requirement (Definition 4.1). However, edge differential privacy does not ensure privacy of establishments (Definitions 4.2 and 4.3; see Claim B.1 in Appendix B). For instance, under this definition an adversary is allowed to compute the total employment count at a single establishment by adding to the true count noise drawn from \( \text{Lap}(1/\epsilon) \). We can show that the noise added is at most \( \log(1/\delta) \) with probability \( 1 - p \) (i.e., at most 5 for \( \epsilon = 1 \) and \( p = 0.01 \)). Knowing that the total employment in an establishment is 10,000 ±5 is almost as good as knowing the true count, and this inference continues to improve as the establishment size increases; hence, it cannot respect a fixed privacy-loss budget for establishments.

Node differential privacy considers neighboring graphs that differ in the presence of a single node and all the edges incident to it. In our context that corresponds to removing or adding a single employer along with all the workers who are employed at this employer. Node differential privacy is much stronger, and in the context of our problem will satisfy the employee and employer privacy requirements (Definitions 4.1, 4.2 and 4.3). However, this comes at a huge cost to utility.

Since there is no a priori bound on the number of edges incident on each node (other than the number of nodes in the graph), the Laplace mechanism is inapplicable for edge counting queries under node-differential privacy. Hence, an alternate method to perturb counts is projection. Projection techniques [18, 20, 32] modify the graph by adding or deleting edges and nodes until the maximum degree of a node is bounded by a small number \( \theta \). Edge counting queries on this bounded-degree graph have bounded sensitivity (of \( \theta \)) and hence can be answered by adding noise from \( \text{Laplace}(\theta/\epsilon) \). For instance, the truncation method [32] projects the graph by removing nodes until all nodes have degree less than \( \theta \). When \( \theta \) is small, a significant fraction of the nodes with degree larger than \( \theta \) will be excluded from the count query. In our context, this would severely distort the characteristics of large employers. Preserving properties of these establishments is important for economic studies. When \( \theta \) is large, the noise added would also be very large, adding too much noise to cells with small businesses to be useful.

Using this technique on our data with \( \theta = 1000 \) in the context of ER-EE data results in removing all establishments with more than 1,000 employees; between 740 and 815 establishments would be removed.

Moreover, in a tabular summary of counts by place, industry and ownership, over 93% of the counts have a total count less than a 1000. Adding Laplace noise with sensitivity of a 1000 (even with \( \epsilon = 1 \)) would result in expected noise greater than the cell counts. We present further empirical evidence of the error incurred by this technique in Section 10.

7. FORMAL PRIVACY DEFINITION

We present two refinements of our privacy definitions that ensure protection against informed and weak adversaries, respectively, as we have defined them. Our new definitions are in Section 7.1; their privacy semantics are in Section 7.2. Our formal privacy definitions ensure that the requirements in Section 4 are satisfied.

7.1 Privacy for Employer-Employee Data

We denote the universe of establishments as \( \mathcal{E} \) and the universe of workers as \( \mathcal{U} \).

**Definition 7.1**  (Strong \( \alpha \)-Neighbors). Let \( D \) and \( D' \) be two ER-EE tables that differ in the employment attribute of exactly one record (say corresponding to establishment \( e \)). Let \( E \) denote the set of workers employed at \( e \) in \( D \), and \( E' \) denote the set of workers employed at \( e \) in \( D' \). Then \( D \) and \( D' \) are strong \( \alpha \)-neighbors if \( E \subseteq E' \), and \( |E| \leq |E'| \leq \max((1+\alpha)|E|,|E|+1) \)

We refine our privacy definition using definition 7.1:

**Definition 7.2**  ((\( \alpha, \epsilon \))-ER-EE Privacy). A randomized algorithm \( M \) is said to satisfy (\( \alpha, \epsilon \))-ER-EE Privacy, if for every set of outputs \( S \subseteq \text{range}(M) \), and every pair of strong \( \alpha \)-Neighbors \( D \) and \( D' \), we have

\[
Pr[M(D) \in S] \leq e^\epsilon \cdot Pr[M(D') \in S]
\]

First, note that every pair of neighboring ER-EE tables must differ in the presence or absence of at least one worker. Next, note that neighboring tables do not differ in either the number of establishments or the values of their public attributes. Definition 7.1 bounds changes in a subset of the workforce of an establishment by \( \alpha \) times the total workforce.

**Theorem 7.1.** Let \( M \) be an algorithm satisfying (\( \alpha, \epsilon \))-ER-EE privacy. Then, \( M \) satisfies the individual privacy requirement at privacy level \( \epsilon \), and the establishment size and shape requirements at privacy level (\( \epsilon, \alpha \)).

When releasing counts over both establishment and worker attributes, this definition 7.2 is too strong to provide useful results. We further refine our definitions.

**Definition 7.3**  (Weak \( \alpha \)-Neighbors). Let \( D \) and \( D' \) be two ER-EE tables such that they differ in the employment attribute of exactly one record (say corresponding to establishment \( e \)). Let \( \phi : \mathcal{U} \rightarrow \{0,1\} \) be any property of a worker record, and for any \( S \subseteq \mathcal{U} \), let \( \phi(S) = \sum_{\mathcal{U}} \phi(r) \). Let \( E \) denote the set of workers employed at \( e \) in \( D \), and \( E' \) denote the set of workers employed at \( e \) in \( D' \). \( D \) and \( D' \) are called weak \( \alpha \)-neighbors if for every \( \phi \)

\[
\phi(E) \leq \phi(E') \leq \max((1+\alpha)|E|,\phi(E)+1)
\]  

The number of establishments with size \( > 1000 \) is a sensitive count. This count was computed using the Laplace mechanism with \( \epsilon = 0.1 \). The reported range is the 95% confidence interval.
Note that any property of the workforce can be represented using the function $\phi$. The total employment count can be represented by the constant function that always outputs 1 for any record. The property “females with a college degree” can be represented by a $\phi$ that returns 1 for the records satisfying that property. Definition 7.3 bounds changes in every subset of the workforce corresponding to some of attribute values proportionally, by a factor of $(1 + \alpha)$. This neighboring definition can be used to give a weaker privacy notion.

**Definition 7.4 (Weak ($\alpha, \epsilon$)-ER-EE Privacy).** A randomized algorithm $M$ is said to satisfy weak $(\alpha, \epsilon)$-ER-EE Privacy, if for every set of outputs $S \subseteq \text{range}(M)$, and every pair of weak $\alpha$-Neighbors $D$ and $D'$, we have

$$\Pr[M(D) \in S] \leq e^\epsilon \Pr[M(D') \in S].$$

**Theorem 7.2.** Let $A$ be an algorithm satisfying weak $(\alpha, \epsilon)$-ER-EE privacy. Then, $A$ satisfies the individual privacy requirement at privacy level $\epsilon$ and the establishment shape requirement at level $(\epsilon, \alpha)$. $A$ satisfies the establishment size requirement at level $(\epsilon, \alpha)$ for weak adversaries.

The difference between the strong and weak variants of the requirement is the following. Suppose the attacker knows there are at least $\Delta$ 19 year-old employees in an establishment, and knows the exact counts of employees by age for all other ages (totaling to $x - \Delta$). Thus, the attacker’s only uncertainty is about the number of 19 year-olds. Then, Definition 7.2 requires that the attacker should not be able to distinguish between whether the number of 19 year-old employees is $\Delta$ or $\Delta'$ for all $\Delta \leq \Delta' \leq \Delta + \alpha \cdot x$. While one might expect few 19 year-olds in an establishment, algorithms satisfying Definition 7.2 will not be able to release that fact unless $\alpha$ is very small.

Under Definition 7.3 the attacker should not be able to distinguish between whether the number of 19 year-old employees is $\Delta$ or $\Delta'$ for all $\Delta \leq \Delta' \leq (1 + \alpha)\Delta$.

Keeping $\alpha$ fixed, larger $\epsilon$ values result in more privacy loss, since adversaries can better distinguish neighboring databases. On the other hand, when keeping $\epsilon$ fixed, larger $\alpha$ values result in less privacy loss.

### 7.2 Privacy Semantics

Setting $\alpha$ to 0 and $\infty$ results in neighboring tables that differ in the presence or absence of one worker and one establishment, respectively. These choices correspond to edge- and node-differential privacy discussed in Section 6.

We can also bound the extent to which an adversary can infer properties of employees and establishments beyond just neighboring databases. Both neighboring definitions, 7.1 and 7.3, induce a privacy discussed in Section 6.

We can use this metric to reason about which inferences an adversary can make. For mechanism $M$ satisfying one of our privacy definitions,

$$\Pr[M(D) \in S] \leq e^\epsilon d(D, D') \cdot \Pr[M(D') \in S].$$

In particular, there are two things to note. First, the distance between databases that differ in workplace attributes is infinite (we can disclose this information because the workplace attributes are public). Next, suppose $D$ and $D'$ are neighbors with different employment sets $E_w$ and $E'_w$ for establishment $w$, and $|E_w| = x$ and $|E'_w| = (1 + \alpha)^k \cdot x$. Then, an adversary can’t distinguish between $D$ and $D'$ based on an output with log-odds greater than $\epsilon \cdot k$; that is, $\epsilon \cdot k$ bounds the adversary’s Bayes factor.

### 7.3 Composition

**Theorem 7.3.** Let $M_1$ and $M_2$ be $(\alpha, \epsilon_1)$- and $(\alpha, \epsilon_2)$-ER-EE private algorithms. Releasing the outputs of $M_1(D)$ and $M_2(D)$ results in $(\alpha, \epsilon_1 + \epsilon_2)$-ER-EE privacy. The same holds for weak $(\alpha, \epsilon)$-ER-EE privacy.

Differentially private algorithms also satisfy parallel composition, which means that releasing the result of $\epsilon$-differentially private algorithms on disjoint sets of records $D_1$ and $D_2$ also results in $\epsilon$-differential privacy. The same is true for both Definitions 7.2 and 7.4 if the records in $D_1$ and $D_2$ pertain to distinct establishments.

**Theorem 7.4.** Let $D_1$ and $D_2$ represent subsets of records from the ER-EE dataset that pertain to distinct sets of establishments. Let $M_1$ and $M_2$ be $(\alpha, \epsilon)$- and $(\alpha, \epsilon)$-ER-EE private algorithms. Releasing the outputs of $M_1(D_1)$ and $M_2(D_2)$ results in $(\alpha, \epsilon)$-ER-EE privacy. The same holds for weak $(\alpha, \epsilon)$-ER-EE privacy.

Parallel composition is nuanced when $D_1$ and $D_2$ could pertain to distinct sets of workers from the same sets of establishments (e.g., males in New York and females in New York).

**Theorem 7.5.** Let $D_1$ and $D_2$ represent subsets of records from the ER-EE dataset that pertain to distinct workers, but have records that arise from the same establishment. Let $M_1$ and $M_2$ be $(\alpha, \epsilon)$- and $(\alpha, \epsilon)$-ER-EE private algorithms. Releasing the outputs of $M_1(D_1)$ and $M_2(D_2)$ results in $(\alpha, \epsilon)$-ER-EE privacy. The same does not hold for weak $(\alpha, \epsilon)$-ER-EE privacy.

### 8. Algorithms

We next present algorithms for answering queries under both $(\alpha, \epsilon)$-ER-EE privacy and weak $(\alpha, \epsilon)$-ER-EE privacy. Our algorithms describe how to answer a single count query (e.g., number of workers in the age 25-35 with a college degree who are employed in publicly-owned establishments in New York). This would correspond to a single cell in a marginal query (e.g., {place, ownership, age, education}). We denote single counting queries as $q_v$, where $v \in \text{dom}(V)$ and $q_v$ is the marginal query. These algorithms can be used to release all the counts in the marginal using the composition properties described in Section 7.3.

**Theorem 8.1.** Suppose $q_v$ is a query over only establishment attributes. Then, releasing $q_v$ using Algorithm 1 satisfies $(\alpha, \epsilon)$-ER-EE privacy.

Suppose $q_v$ is a query over both establishment attributes and employee attributes. Then, releasing $q_v$ using Algorithm 1 satisfies weak $(\alpha, \epsilon)$-ER-EE privacy.

#### 8.1 Log-Laplace Algorithm

The global sensitivity of a count query under Definitions 7.2 and 7.4 is unbounded; if the count is $x$, the sensitivity can be as large as $x \alpha$. However, the logarithm of the count has a low global sensitivity of $\ln(1 + \alpha)$. Thus the Log-Laplace mechanism (see Algorithm 1) adds Laplace noise to the log of the count.

**Theorem 8.1.** Suppose $q_v$ is a query over only establishment attributes. Then, releasing $q_v$ using Algorithm 1 satisfies $(\alpha, \epsilon)$-ER-EE privacy.

Suppose $q_v$ is a query over both establishment attributes and employee attributes. Then, releasing $q_v$ using Algorithm 1 satisfies weak $(\alpha, \epsilon)$-ER-EE privacy.
Algorithm 1 Log-Laplace Mechanism

**Input:** \(n\): the sum of employment counts for a set of cells, \(\alpha, \epsilon\): privacy parameters

**Output:** \(\tilde{n}\): the noisy employment count

Set \(\gamma \leftarrow 1/\alpha\)

\(\ell \leftarrow \ln(n + \gamma)\)

Sample \(\eta \sim \text{Laplace}(2 \ln(1 + \alpha)/\epsilon)\)

\(\tilde{n} \leftarrow e^{\ell + \gamma} - \eta\)

All proofs are deferred to the Appendix. While the original Laplace mechanism is unbiased (the expectation of the noisy sum equals the true sum), the Log-Laplace mechanism is not. In particular we can show:

**Lemma 8.2.** Let \(x\) denote a real number, and \(\tilde{x}\) the random variable denoting the output of the Log-Laplace mechanism. Let \(\lambda = 2\ln(\alpha + 1)/\epsilon\). Then, when \(\lambda < 1\), \(E[\tilde{x}] + \gamma = (x + \gamma)/(1 - \lambda^2)\). When \(\lambda \geq 1\), \(E[\tilde{x}]\) is unbounded.

**Theorem 8.3.** For \(q\), let \(\tilde{x}\) denote the output of the Log-Laplace mechanism and \(x\) the true answer of the query. The expected squared relative error of the Log-Laplace mechanism for \(q\), is bounded when \(\lambda = 2\ln(\alpha + 1)/\epsilon\) is less than \(1/2\), and is given by:

\[
E_{rel}(q) = \max_{D} \frac{(\tilde{x} - x)^2}{x^2} \leq \frac{(2\lambda^2 + 4\lambda^4)(1 + \gamma)^2}{(1 - 4\lambda^2)(1 - \lambda^2)}
\] (9)

### 8.2 Smooth Sensitivity-based Algorithms

We next derive a mechanism using an extension of the smooth sensitivity framework [38]. The smooth sensitivity framework adds noise based on local sensitivity of the input database rather than global sensitivity across all databases. While local sensitivity can be much smaller than global sensitivity, adding noise proportional to local sensitivity does not ensure differential privacy, and hence, local sensitivity must be “smoothed.”

**Definition 8.1 (Local Sensitivity).** Let \(q\) be a query, \(I\) be a domain of datasets, and \(\text{vbrs}(x)\) denote the set of neighbors of \(x\) according to the appropriate definition; e.g. Definition 7.1 or 7.3. The local sensitivity of query \(q\) for a dataset \(x \in I\) is

\[LS_q(x) = \max_{y \in \text{vbrs}(x)} \|q(x) - q(y)\|_1\]

Global sensitivity is the maximum local sensitivity over all databases. Nissim et al. [38] show that it is sufficient to add noise proportional to any smooth function that up bounds local sensitivity. The smallest such upper bound is called the smooth sensitivity.

**Definition 8.2.** Let \(q\) be a query and \(b\) a smoothing parameter. Let \(I\) denote the universe of all datasets. The \(b\)-smooth sensitivity of query \(q\) with respect to database \(x\) is defined as

\[S^*_q,b(x) = \max_{y \in I} e^{-|b|A^{(j)}(x)} \|y\|_1\]

where \(A^{(j)}(x) = \max_{y \in I} \|y\|_1\|\text{LS}_q(y)\|_1\)

and \(d(x, y)\) is the smaller integer \(\ell\) such that there exist databases \(x = x_0, x_1, \ldots, x_{\ell} = y\) such that for all \(i, x_{i-1}\) and \(x_i\) are neighbors according to either Definition 7.1 or 7.3.

We next define admissible distributions, and show that adding noise proportional to an admissible distribution preserves privacy. Our definition is a slight generalization of [38] that is more flexible and will result in better error for our application. In particular, the definition of admissible distributions in [38] splits the total \(\epsilon\)-budget equally between the sliding and dilation properties. We extend this definition to allow a flexible split of the budget.

**Definition 8.3.** Let \(\epsilon_1\) and \(\epsilon_2\) be a division of the budget such that \(\epsilon_1 + \epsilon_2 \leq \epsilon\). A probability distribution \(d\) is \((a, b)\)-admissible with respect to \(\epsilon\), where \(a\) and \(b\) are functions \(d\), and of \(\epsilon_1\) and \(\epsilon_2\) respectively, if \(\forall \lambda \in \mathbb{R}, \Delta \in \mathbb{R}^d\) with \(|\lambda| \leq b\) and \|\Delta\|_1 \leq a, and \(\forall S \subseteq \mathbb{R}^d\),

\[
\Pr_{Z \sim h} [Z \in S] \leq e^{\epsilon_1} \Pr_{Z \sim h} [Z \in S + \Delta] + \frac{\delta}{2}, \quad \text{and} \quad \Pr_{Z \sim h} [Z \in S] \leq e^{\epsilon_2} \Pr_{Z \sim h} [Z \in S \cdot e^{\lambda}] + \frac{\delta}{2}.
\] (10)

(11)

We can now adapt Lemma 2.6 from [38] to show that adding noise from admissible distributions, scaled by the smooth sensitivity, generates provably private algorithms.

**Theorem 8.5.** Suppose \(h\) is an \((a, b)\)-admissible probability distribution with \(d = 0\), and \(Z \sim h\). For query \(q\), let \(S(x)\) be a \(b\)-smooth upper bound on the local sensitivity of \(q\). Then, the algorithm \(M(x) = q(x) + \frac{S(x)}{\alpha}\), \(Z\) satisfies \((\alpha, \epsilon)\)-ER-EE privacy. We now compute the \(b\)-smooth sensitivity of our queries and describe an admissible distribution. For our problem, the local sensitivity itself is the smooth sensitivity.

**Lemma 8.5.** Let \(q\) be a query on \(x\). Let \(x_0\) be the maximum number of workers belonging to a single workplace and matching attributes. Then releasing \(q\) is unbiased and has expected error for our application. In particular, the definition of admissible distributions in [38] splits the total \(\epsilon\)-budget equally between the sliding and dilation properties. We extend this definition to allow a flexible split of the budget.

**Lemma 8.6.** Let \(\epsilon_1 + \epsilon_2 \leq \epsilon\). \(h(z) \approx \frac{1}{1 + |z|} (1 + o(1))\) is \((\epsilon_1 \frac{1}{1 + |z|}, \epsilon_2 \frac{1}{1 + |z|})\)-admissible for \(\gamma > 0\). (\(\delta = 0\)).

Combining Theorem 8.4 and Lemmas 8.5 and 8.6 gives us the following algorithm. We use \(\gamma = 4\) to ensure that the mean and variance of the noise distribution are bounded. Note that privacy is guaranteed only when \(\alpha + 1 < e^{\epsilon/5}\). Values of \(\alpha\) and \(\epsilon\) not satisfying this inequality are not allowed by the algorithm. When this condition is met, we set \(\epsilon_2\) such that \(b\) is as low as possible without violating the inequality in Equation 12. Since only \(a\) contributes directly to the error of the algorithm, this ensures that the \(\epsilon\) budget is used efficiently to minimize error.

Algorithm 2 Smooth Gamma

**Input:** \(n\): true count, \(\alpha, \epsilon\): privacy parameters, \(\alpha + 1 < e^{\epsilon/5}\)

**Output:** \(\tilde{n}\): noisy count

Sample \(\eta \sim \frac{1}{1 + |z|} 

\epsilon_2 \leftarrow 5 \cdot \ln(\alpha + 1)

\epsilon_1 \leftarrow \epsilon - \epsilon_2 \quad \{\epsilon_1 \geq 0\} \text{ by the condition in the Input.}\)

\(\tilde{n} \leftarrow n + \frac{S^*_{\epsilon_2/\alpha}(x)}{\epsilon_1/\alpha} \eta,\)

**Lemma 8.7.** Suppose \(q\) is a query over only establishment attributes. Then releasing \(q\) using Algorithm 2 satisfies \((\alpha, \epsilon)\)-ER-EE privacy. Suppose \(q\) is a query over both establishment and individual attributes. Then releasing \(q\) using Algorithm 2 satisfies weak \((\alpha, \epsilon)\)-ER-EE privacy.

**Lemma 8.8.** Algorithm 2 is unbiased and has expected \(L_1\) error of \(O(\frac{\epsilon + \alpha}{\epsilon} + \frac{1}{\epsilon})\).
9. APPROXIMATING PRIVACY

A standard relaxation of differential privacy is to allow for a small failure probability of δ that the attacker can distinguish neighboring datasets based on an output. We can similarly define $\alpha, \epsilon, \delta$-ER-EE privacy.

**Definition 9.1 (\((\alpha, \epsilon, \delta)-ER-EE Privacy\).)** A randomized algorithm $M$ is said to satisfy $\alpha, \epsilon, \delta$-ER-EE Privacy, if for every set of outputs $S \subseteq \text{range}(M)$, and every pair of strong α-Neighbors $D$ and $D'$, we have

$$\Pr[M(D) \in S] \leq e^\epsilon \Pr[M(D') \in S] + \delta$$

Weak $(\alpha, \epsilon, \delta)$-employer employee privacy is defined analogously.

Exact records may be released when $\delta = \Omega(1/n)$ (where $n$ is the number of records). $\delta$ is the probability that a mechanism gives no privacy guarantee. Therefore if $\delta > 1/n$, a mechanism which releases the exact values for a $\delta$ fraction of the records (and 0 for all other records) satisfies this privacy definition.

$\delta$ increases rapidly with database distance. We would like to show an analogue to Equation 8 to show how $\delta$ increases with database distance. That is, suppose $M$ is a mechanism which satisfies $(\alpha, \epsilon, \delta)$-ER-EE privacy, and suppose for two databases $D$ and $D'$, $d(D, D') = d$. Then, $\forall S \subseteq \text{range}(M)$,

$$\Pr[M(D) \in S] \leq e^{\delta} \Pr[M(D') \in S] + \Omega(\delta e^{(d-1)\epsilon}).$$

Note that for a high enough distance, the term $\Omega(\delta e^{(d-1)\epsilon})$ may become greater than one. This means that for database $D'$ at least this far from $D$, we may allow an adversary to rule out without a doubt $D'$. This never happens under non-approximate privacy. An adversary must always have some amount of uncertainty between a pair of databases no matter how far apart.

Despite these drawbacks, allowing a small probability of failure can greatly increase the utility of an algorithm while still providing a provable guarantee. We use the framework developed in Section 8.2 to give an approximate algorithm.

**Lemma 9.1 ([38]).** The Laplace distribution, $h(z) \propto \frac{1}{2} \cdot e^{-|z|}$, is $(\epsilon/2, \frac{1}{2^{(1/\epsilon+\eta)}})$-admissible.

Using Theorem 8.4 and Lemma 8.5, we obtain Algorithm 3.

### Algorithm 3 Smooth Laplace

**Input:** $n$ : true count, $\alpha, \epsilon$ : privacy parameters, $\alpha + 1 \leq e^{\frac{1}{2^{(1/\epsilon+\eta)}}}$

**Output:** $\tilde{n}$ : noisy count

Sample $\eta \sim \text{Laplace}(1)$

$$\tilde{n} \leftarrow n + \frac{\alpha + 1}{e^{\frac{1}{2^{(1/\epsilon+\eta)}}}} \eta.$$
Figure 1: Average $L_1$ error ratio of releasing employment count for Census place by NAICS sector (industry) by ownership marginal compared to the current system.

Figure 2: Spearman correlation between tested model and input noise infusion on the count of employment ranked for Census place by NAICS sector (industry) by ownership.

Figure 3: Average $L_1$ error ratio of releasing single queries of employment in the Census place by NAICS sector (industry) by ownership by sex by education marginal, compared to the current system.
Finding 1: For releasing marginals over only establishment attributes, our algorithms perform comparably or better than the current protection system while satisfying the stronger privacy notion given in Def. 7.2. We use $\epsilon = 2$ and $\alpha = 0.1$ as a baseline. As can be seen in Figure 1, the average error of the Log-Laplace and Smooth Gamma algorithms is within a factor of 3 of the error of the current protection system. The Smooth Laplace algorithm performs better than the current protection system at $\epsilon = 2$ and $\alpha = 0.1$. Ranking results for establishment-attribute queries are shown in Figure 2. Overall, the Smooth Laplace algorithm has a correlation close to 1 when $\epsilon$ is at least 2, and the other two algorithms are close to 1 for $\epsilon \geq 4$. For rankings involving only larger population sizes, Smooth Laplace is close to 1 for all values of $\epsilon$ tested, and the Log-Laplace algorithm is close to 1 for $\epsilon$ at least 1.

We also observe that our algorithms have relative error comparable to that of the current protection system for a majority of the cells. For Log-Laplace, the relative $L_1$ is within 10 percentage points of the relative error of SDL for 65% of the counts at $\alpha = 0.1$ and $\epsilon = 2$. Smooth Laplace and Smooth Gamma are within 10 percentage points for 75% and 29% of the counts, respectively.

Finding 2: For releasing individual queries over establishment and worker attributes, our algorithms perform comparably or better than the current protection system while satisfying the weaker privacy notion given in Def. 7.4. As shown in Figure 3, the average error of the Log-Laplace algorithm is within a factor of 3 of the error of the current protection system. The Smooth Laplace algorithm has nearly the same average error as the current protection system. At $\epsilon = 4$, the Smooth Laplace algorithm outperforms the current protection system for all values of $\alpha$ that we tested. Ranking results are shown in Figure 5. For the overall ranking, only the Smooth Laplace algorithm approaches relative error of 1 for $\epsilon$ at least 4. Restricted to larger population sizes, both Log-Laplace and Smooth Laplace perform well for all tested values of $\epsilon$.

Finding 3: For releasing marginal queries over establishment and worker attributes, our algorithms perform worse than the current protection system, but can have acceptable performance at high values of $\epsilon$ and low values of $\alpha$. As shown in Figure 4, when $\alpha \leq 0.05$ and $\epsilon \geq 4$, the Log-Laplace algorithm has average $L_1$ error within a factor of 10 of the current protection system. The Smooth Laplace algorithm is within a factor 10 for all tested values of $\alpha$ at $\epsilon = 4$. At the lowest tested value of $\alpha$ ($\alpha = 0.01$), the Smooth Laplace algorithm is within a factor of 3 of the error of the current system.

Finding 4: All three of our algorithms perform better as population size grows. This can be seen in both results that measure $L_1$ error (Figures 1, 4, and 3) as well as those that measure ranking (Figures 5 and 2). In the results that measure $L_1$ error, the algorithms have lower error with respect to the current protection system as the population size grows. In the ranking results, the rank order of our algorithms is more similar to the ranking order of the current protection system as the population size grows. In all cases, the improvement from the small population range (0-100) to the next smallest (100-10k) results in the largest increase in performance. Further increases in population size have a smaller effect.

Finding 5: Our Smooth Laplace algorithm performs the best of the three, and the Log-Laplace and Smooth Gamma algorithms perform similarly. Smooth Laplace performs best in all experiments, and this is not surprising since it satisfies a weaker notion of privacy. However, the ordering of the performance of the other two algorithms is not consistent. Log-Laplace generally performs better at lower values of $\epsilon$.

Finding 6: For all counting workloads, Truncated Laplace had a significantly higher cost than our techniques. E.g., for Workload 1 it incurs an additive error that is at least 10 times larger than that of SDL techniques (at $\epsilon = 4$), and the error does not decrease significantly when $\epsilon$ is increased. Truncated Laplace also performs poorly for ranking workloads. E.g., for Ranking 1 (Figure 2), it has a correlation coefficient of no better than 0.7 for any value of $\theta$ at every value of $\epsilon$ that we tested. For a fixed $\theta$, increasing $\epsilon$ past some point only provides small utility gains (this can be seen in the plot for $\theta = 2$ and happens at larger values of $\epsilon$ for larger $\theta$). This is because much of the error introduced is bias from removing large establishments, and increasing $\epsilon$ does not change this error.

Summary: Our empirical results suggest that there are a number of settings of $(\alpha, \epsilon)$ that allow for publishing cell counts with little or no additional cost to accuracy in return for better and provable privacy protection. For marginals over only establishment attributes, all algorithms perform well at $\epsilon = 2$ and $\alpha = 0.1$. For individual queries of worker and establishment attributes, our algorithms perform well at $\epsilon = 2$ and $\alpha = 0.1$. For marginals over worker and establishment attributes, the Smooth Laplace algorithm performs well when $\epsilon \geq 4$. All algorithms perform better when the queries are over places with greater population size. Allowing for a small failure probability results in a significant reduction in error as seen with the Smooth Laplace algorithm. Counts output by our algorithms can also be used for ranking with high accuracy for $\epsilon \geq 1$.

Choosing an algorithm: The three algorithms, Smooth Gamma, Smooth Laplace, and Log-Laplace, have minor differences that can make one better than another in different scenarios. Smooth Laplace differs from the others in that it allows a small probability that the privacy guarantee is not met. The drawbacks of this relaxation are discussed in detail in Section 9, and the algorithm can be used to achieve significantly lower error than the others if these drawbacks are acceptable. If instead we want privacy with $\delta = 0$, Smooth Gamma and Log-Laplace also have slight differences. Values of $\epsilon$ and $\alpha$ disallowed by the Smooth Gamma algorithm are still allowed by the Log-Laplace algorithm, though the Log-Laplace algorithm typically results in large errors for these values. The Log-Laplace algorithm slightly outperforms the Smooth Gamma algorithm for small $\epsilon$, but is outperformed by Smooth Gamma for large $\epsilon$.

11. CONCLUSIONS

We considered the problem of releasing ER-EE data with provable privacy guarantees and measured the utility cost of this privacy protection. We identified privacy requirements based on current interpretation of laws pertaining to the release of these data and mathematically formalized them using the Pufferfish framework. We showed that current SDL techniques do not satisfy these strong privacy requirements. Direct adaptations of $\epsilon$-differential privacy either do not satisfy the privacy requirements or output data with very limited utility. We develop novel privacy definitions that provably satisfy our privacy requirements. For the task of releasing marginals over establishment attributes, releasing single counts over marginals that include worker attributes, and ranking queries, our algorithms incur error that is comparable and in some cases less than the error incurred by current SDL algorithms for reasonable privacy parameters. Our results suggest these data can be released using provably private algorithms with a low utility cost.
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APPENDIX

A. RELATED WORK

Prior work on interpreting privacy requirements: As reviews like [14] and the similar review for business data in [15] make clear, the privacy provisions in the statutes were designed to protect individuals and businesses from uses of the data that specifically identified them and, moreover, harmed them by subjecting them to punishment or competitive disadvantage in ways that could not be accomplished as easily without the confidential data. For protecting individuals, [28] formalized these requirements as ensuring that no exact disclosure of records in the underlying data. Fellegi derived the necessary and sufficient conditions for a set of published tables to be fully resistant to a subtraction attack that could expose one or more records. Thus, the primary goal of existing SDL techniques has been to prevent exact re-identification. For instance, a method called primary and complementary suppression [8] implements Fellegi’s conditions [28], and has long been considered by statistical agencies around the world as compliant with confidentiality protection laws [21].

With regards to business data, protecting the characteristics of an establishment has been interpreted and implemented as described in Section 5 as ensuring that (a) the true counts of the workforce characteristics are never released or used to compute aggregates,
and (b) employment counts of a workplace are perturbed by a confidential multiplicative factor unique to that workplace.

Despite avoiding exact disclosures, data publications might violate individual or business privacy by allowing too precise an inference about the true values, given the published values. This idea was first formulated in the SDL literature [19] as well as rediscovered and popularized in the computer science literature (e.g., [36, 34, 23]). We show in Section 5.2 examples of such inferences that can be made by an adversary, especially in the presence of background knowledge. Our goal is to protect ER-EE data as per the aforementioned requirements while ensuring a formal privacy notion that can limit both conditional and exact disclosures.

**Customizing differential privacy:** Kifer and Machanavajhala [33] prove a no-free-lunch theorem for privacy that states that one cannot achieve privacy and utility simultaneously without making assumptions on the attacker’s prior knowledge. This means that no single privacy notion (including differential privacy) ensures sufficient privacy protection for all applications and data types. Hence, recent work has focused on generalizations, both strengthening and relaxing parts of the differential privacy framework. The Pufferfish framework [34, 35], which we use in this paper, generalizes differential privacy by specifying what information should be kept secret, and the attacker’s prior knowledge. He et al. [30] propose the Blowfish framework, which also generalizes differential privacy and is inspired by Pufferfish, and Haney et al. [29] give a general method for creating algorithms for any Blowfish policy graph. Our privacy requirements are an instantiation of Pufferfish, and our privacy definitions can be thought of as instantiations of Blowfish. Chatzikokolakis et al [17] investigate notions of privacy that can be defined as metrics over the set of databases. These have led to the design of application specific privacy notions (e.g., [16, 39]).

**Differential Privacy for complex entities:** Section 6 shows that our problem can be considered as one of differential privacy on graphs, but the use of existing techniques either does not satisfy our privacy requirements or results in a complete loss of utility.

**B. PROOFS**

**Claim B.1.** Differential privacy on establishments satisfies all three privacy requirements given in Section 4. Differential privacy on individuals does not satisfy all requirements.

**Proof.** The proof that differential privacy on establishments satisfies the three privacy requirements is essentially the same as the proof of Theorem 7.1.

Differential privacy on individuals, however, does not satisfy the requirements. For $D$ and $D'$ differing in $d$ individuals, the following holds for all outputs $S$:

$$\Pr[A(D) \in S] \leq e^{d\epsilon} \Pr[A(D') \in S]. \quad (14)$$

When an establishment $e$ with size $|e|$ changes in size by a factor of $\alpha$, the change in the number of individuals is $\alpha|e|$. As $|e|$ goes to infinity, the change in the number of individuals becomes arbitrarily large, and therefore $d\epsilon$ is not a constant. $\square$

**Proof of Theorem 7.1.** **Requirement 1:** We will denote $\Pr[M(D) = w]$ as $\Pr[w]$. For some individual $r$,

$$\log \frac{\Pr[w \mid r \in D]}{\Pr[w \mid r \notin D]} \leq \epsilon. \quad (15)$$

Then, the individual privacy requirement of Definition 4.1 follows from Bayes’ theorem.

**Requirement 2:** Let $x$ and $y$ be two numbers such that $x \leq y \leq (1 + \alpha)x$. Then for all establishments $e$ (where $|e|$ denotes the number of employees at $e$), we want to show that

$$\log \frac{\Pr[w \mid |e| = x]}{\Pr[w \mid |e| = y]} \leq \epsilon. \quad (16)$$

Additionally,

$$\Pr[w \mid |e| = x] = \sum_{E \in U} \Pr[w \mid e = E] \Pr[e = E \mid |e| = x], \quad (17)$$

and

$$\Pr[w \mid |e| = y] = \sum_{E' \in U} \Pr[w \mid e = E'] \Pr[e = E' \mid |e| = y] \quad (18)$$

$$= \sum_{E \in U} \sum_{E' \in U} \Pr[w \mid e = E] \Pr[e = E' \mid |e| = y] \quad (19)$$

$$\geq \sum_{E \in U} \min_{E' \in E} \Pr[w \mid e = E'] \sum_{E' \in E} \Pr[e = E' \mid |e| = y] \quad (20)$$

$$= \sum_{E \in U} \left[ \min_{E' \in E} \Pr[w \mid e = E'] \Pr[e = E \mid |e| = x] \right]. \quad (21)$$

Then,

$$\sum_{E \in U} \Pr[w \mid e = E] \Pr[e = E \mid |e| = x] \quad (22)$$

$$\leq \max_{E \in U} \min_{E' \in E} \Pr[w \mid e = E'] \Pr[e = E \mid |e| = x] \quad (23)$$

$$\leq \max_{E \in U} \min_{E' \in E} \Pr[w \mid e = E'] \Pr[e = E \mid |e| = x] \quad (24)$$

$$= \max_{E \in U} \min_{E' \in E} \Pr[w \mid e = E'] \Pr[e = E \mid |e| = x] \quad (25)$$

**Requirement 3:** Requirement 3 follows from requirement 2 for an adversary. For some $p$, $q$, and $z$, let $y$ be $(q - p)|\epsilon|e$.

$$\frac{\Pr[w \mid |e| / |e| = p, |e| = z]}{\Pr[w \mid |e| / |e| = p, |e| = z - y]} \leq e^{\epsilon}. \quad (26)$$

Additionally,

$$\frac{\Pr[w \mid |e| / |e| = q, |e| = z]}{\Pr[w \mid |e| / |e| = p, |e| = z - y]} \leq e^{\epsilon}. \quad (27)$$

Both of these hold because the difference in sizes is at most $\alpha|e|$. Therefore,

$$\frac{\Pr[w \mid |e| / |e| = q, |e| = z]}{\Pr[w \mid |e| / |e| = p, |e| = z]} \leq e^{\epsilon}. \quad (28)$$

**Proof of Theorem 7.2.** A proof of requirement 1 is the same as in the proof of Theorem 7.1. For weak adversaries, proof of requirement 2 is also the same as Theorem 7.1. Requirement 3 follows for weak adversaries.

We can also prove requirement 3, even for strong adversaries. We want to show

$$\frac{\Pr[w \mid |e| / |e| = q, |e| = z]}{\Pr[w \mid |e| / |e| = p, |e| = z]} \leq e^{\epsilon} \quad (29)$$

for all $\chi$, and for $0 < p \leq q \leq \min((1 + \alpha)p, 1)$. Let $x = |e|p$ and $y = |e|q$. Then we have

$$\Pr[w \mid |e| / |e| = q, |e| = z] = \frac{\Pr[w \mid |e| = y]}{\Pr[w \mid |e| = x]} \quad (30)$$

But

$$\Pr[w \mid |e| = y] \Pr[w \mid |e| = x] \leq e^{\epsilon}. \quad (31)$$
for all $X$ when $x \leq y \leq (1 + \alpha)x$ by a similar argument to the proof of Requirement 2 of Theorem 7.1.

**Proof of Theorems 7.3, 7.4, and 7.5.** The proof of sequential composition follows from Pufferfish (Theorem 9.1 of [35]).

To satisfy parallel composition, we need the following: Let $D_1$ and $D_2$ be disjoint parts of the domain. Then for all databases $A$ there exists a $B$ such that

$$d(A \cap D_1, B \cap D_1) + d(A \cap D_2, B \cap D_2) \leq d(A, B),$$

(32)

where $d(\cdot)$ is the distance metric induced by our neighboring definition. In particular, we should show that if $A \cap D_1, B \cap D_1$ are neighbors, and $A \cap D_2, B \cap D_2$ are neighbors, then $A, B$ are not neighbors. This is clearly the case when $D_1$ and $D_2$ are over different sets of establishments, since neighbors can only differ in a single establishment regardless of whether we are considering strong or weak privacy. Next, consider some pair $D_1$ and $D_2$ over workers with shared establishments, and let $e$ be the largest such shared establishment. Suppose in $A \cap D_1, e$ has $E$ workers, and in $B \cap D_1, e$ has $(1 + \alpha)E$ workers. Similarly, in $A \cap D_2, e$ has $E$ workers, and in $B \cap D_2, e$ has $(1 + \alpha)E$ workers. Then $A$ and $B$ differ in $2\alpha E$ workers, and are therefore not neighbors under our strong definition. The same does not hold under the weak definition.

**Proof of Theorem 8.1.** Consider two neighboring datasets that differ in one establishment $e$. $S'$ and $S$ be the two sets of employees of $e$ in the two databases. Let $n_-$ denote the sum of all other counts. We just consider the case where $S \subseteq S'$. Let $y = |S|$ and $x = |S'|$. We need to ensure privacy for two cases: (i) $x = (1 + \alpha) \cdot y$, and (ii) $x = y + 1$. In case (i),

$$P(M(D_1) = a) = P(M(x + n_-) = a)$$

$$P(M(D_2) = o) = P(M(y + n_-) = o)$$

$$P(\eta = \ln(\sigma + \gamma) - \ln(x + n_- + \gamma)$$

$$P(\eta = \ln(\sigma + \gamma) - \ln(y + n_- + \gamma))$$

$$\leq \exp\left(\frac{\epsilon}{\ln(1 + \alpha)} \cdot \ln\left(\frac{(1 + \alpha) \cdot y + n_- + \gamma}{y + n_- + \gamma}\right)\right)$$

$$= \exp\left(\frac{\epsilon}{\ln(1 + \alpha)} \cdot \ln(1 + \alpha)\right) = e^\epsilon$$

In case (ii),

$$P(M(D_1) = a) = P(M(1 + y + n_-) = a)$$

$$P(M(D_2) = o) = P(M(y + n_-) = o)$$

$$\leq \exp\left(\frac{\epsilon}{\ln(1 + \alpha)} \cdot \ln\left(\frac{1 + y + n_- + \gamma}{y + n_- + \gamma}\right)\right)$$

$$\leq \exp\left(\frac{\epsilon}{\ln(1 + \alpha)} \cdot \ln(1 + \alpha)\right) = e^\epsilon$$

When $\lambda$ is not bounded by 1, then the expected value is not bounded. Thus this mechanism is good only when $\lambda < 1$.

**Proof of Theorem 8.3.** Let $\gamma$ denote $x + \gamma$, where $q_0(D) = x$ is the true sum. Similarly, let $\gamma$ denote $x + \gamma$, where $\gamma$ is the output of the log-laplace mechanism. We will show that

$$E\left(\left(\frac{y - \gamma}{y}\right)^2\right) = \frac{2\lambda^2 + 4\lambda^4}{(1 - 4\lambda^2)(1 - \lambda^2)}$$

The result in the theorem directly follows.

$$E((y - \gamma)^2/y^2) = \frac{E(\gamma^2)/y^2 - 2E(\gamma)/y + 1}{E(\gamma^2)/y^2 - 2/(1 - \lambda^2) + 1}$$

$$E(\gamma^2)/y^2 = E[\epsilon^2]\eta, where \eta \sim Laplace(\lambda). E[\epsilon^2]\eta corresponds to the value of the moment generating function $M_\eta(2)$.

$$E(\gamma^2)/y^2 = M_\eta(2) = 1 + \sum_{n=1}^{\infty} 2^n E[\gamma^n]/n!$$

$$= 1 + \sum_{n=1}^{\infty} (2\alpha)^{2n}$$

$$= 1/(1 - 4\lambda^2) \quad \text{when } \lambda < 1/2$$

Therefore, we have:

$$E((y - \gamma)^2/y^2) = 1/(1 - 4\lambda^2) - 2/(1 - \lambda^2) + 1$$

$$= \frac{2\lambda^2 + 4\lambda^4}{(1 - 4\lambda^2)(1 - \lambda^2)}$$

**Proof of Theorem 8.4.** For $y \in nbrs(x)$, we show that

$$Pr[M(x) \in S] \leq e^\epsilon \cdot Pr[M(y) \in S].$$

We have

$$Pr[M(x) \in S] = Pr_{x \sim h}[Z \in S - q(x)/S(x)/\alpha]$$

$$\leq Pr_{x \sim h}[Z \in S - q(y)/S(x)/\alpha] \cdot e^{\epsilon_1} + \frac{\delta}{2}$$

$$\leq Pr_{x \sim h}[Z \in S - q(y)/S(y)/\alpha] \cdot e^{\epsilon_1 + \epsilon_2} + \delta$$

$$\leq Pr[M(y) \in S] \cdot e^\epsilon + \delta.$$ (37)

(35) holds by the first property of Definition 8.3. (36) holds by the second property of Definition 8.3.

**Proof of Lemma 8.5.** First, we show the following general claim: For all $x$, let $N_1(x)$ and $N_2(x)$ be sets of neighbors of $x$ such that $N_1(x) \cup N_2(x) = N(x)$. Then, let $LS_1(x)$ be the local sensitivity of $x$ over $N_1(x)$ and let $LS_2(x)$ be the local sensitivity over $N_2(x)$. Then, $LS = \max(LS_1, LS_2)$. Let $S_1$ and $S_2$ be smooth upper bounds on $LS_1$ and $LS_2$. We claim that the function $S = \max(S_1, S_2)$ is a smooth upper bound on $LS$.

1. We know that $S$ is an upper bound on both $LS_1$ and $LS_2$.
2. $S$ is smooth because for any neighboring pair $x$ and $y$, the difference between $S(x)$ and $S(y)$ is at most the difference between $S_1(x)$ and $S_1(y)$ and likewise for $S_2$.

We apply this to our problem by letting $N_1(x)$ be the set of neighbors of $x$ that differ in size by exactly 1, and $N_2(x)$ be the set of neighbors of $x$ such that the size of an establishment’s employment differs by a factor of at most $\epsilon$. For $N_1$, the global and local sensitivity is 1, which is smooth. For $N_2$, we must give a bound on the smooth sensitivity to complete the proof.
The local sensitivity of $q_v$ with respect to $x$ and $N_2$ is the maximum amount by which any firm’s (matching the criteria in $v$) count of employees (matching the criteria in $v$) can change. Note that $x_v$ is the largest such count, and therefore $L_S q_v(x) = x_v (1 + \alpha)$. Then, we have
\[
A^{(j)}(x) = \max_{y \in D(x,y) \leq j} y_v \cdot \alpha.
\]
This value is maximized by maximizing $y_v$. The maximum value for $y_v$ is $x_v (1 + \alpha)^j$. Therefore, $A^{(j)}(x) = x_v \cdot \alpha (1 + \alpha)^j$. Our smooth sensitivity is therefore
\[
S^*_v(x) = \max_j \left( \frac{1 + \alpha}{e^j} \right)^j x_v \alpha.
\]
Our databases do not have a fixed size, so $j$ can be any positive integer, and therefore the smooth sensitivity is not necessarily bounded. When $e^j < (1 + \alpha)$,
\[
S^*_v(x) = \max_j \left( \frac{1 + \alpha}{e^j} \right)^j x_v \alpha = \lim_{j \to \infty} \left( \frac{1 + \alpha}{e^j} \right)^j x_v \alpha,
\]
which is unbounded. When $e^j \geq (1 + \alpha)$, this limit is bounded, and in this case $S^*_v(x) = x_v \cdot \alpha$. \hfill \Box

**Proof of Lemma 6.** Let $|\lambda| \leq \frac{e^j}{1+\alpha}$. We must show that $\ln \left( \frac{e^j h(e^j z)}{h(z)} \right) \leq \epsilon_1$. This follows because
\[
\ln \left( \frac{e^j h(e^j z)}{h(z)} \right) = \ln \left( \frac{e^j (1 + (e^j |z|)^\gamma)}{1 + |z|} \right) \leq \ln \left( \frac{(e^j |z|)^\gamma}{|z|^\gamma} \right) \leq \lambda (\gamma + 1).
\]
(38)

For the sliding property, we must show $\ln \left( h(z+\Delta) h(z) \right) \leq \epsilon_2$. This follows from (38). \hfill \Box

**Proof of Lemmas 8.7 and 9.** These follow directly from Theorem 8.4 and Lemma 8.5. \hfill \Box

**Proof of Lemmas 8.8 and 9.3.** We show that the that the random variable $\eta$ drawn in each algorithm has expectation $0$, and constant expected $L_1$. It is well known that the Laplace mechanism is unbiased with Laplace($\lambda$) having expected error of $\lambda$. We prove here that $h(z) \propto \frac{1}{1 + |z|^\gamma}$ is unbiased with bounded error for $\gamma = 4$. $h(z)$ is unbiased since
\[
\mathbb{E}[h(z)] = \int \frac{z}{1 + |z|^4} dz = 0.
\]
The expected $L_1$ error of $h(z)$ is given by
\[
\int \frac{|z|}{1 + |z|^4} dz = \frac{\pi}{2} \approx 1.57. \hfill \Box
\]

**C. ADDITIONAL FIGURES**

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$\alpha$</th>
<th>$\epsilon$</th>
<th>$\delta$</th>
<th>$\alpha$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.05</td>
<td>.01</td>
<td>.105</td>
<td>5 x 10^{-4}</td>
<td>.01</td>
<td>.15</td>
</tr>
<tr>
<td>.05</td>
<td>.10</td>
<td>1.01</td>
<td>5 x 10^{-4}</td>
<td>.10</td>
<td>.45</td>
</tr>
<tr>
<td>.05</td>
<td>2.0</td>
<td>1.932</td>
<td>5 x 10^{-4}</td>
<td>.20</td>
<td>2.13</td>
</tr>
</tbody>
</table>

Table 2: Minimum values of $\epsilon$ given $\alpha$ and $\delta$

**Figure 4:** Average $L_1$ error ratio of worker and workplace attribute marginal compared to the current system.

**Figure 5:** Spearman correlation between tested model and input noise infusion on count of female workers with bachelors degree or higher, ranked by Census place by NAICS sector (industry) by ownership.